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Introduction

Social Media Advertising

Social media advertising budgets have doubled worldwide from 2014 to
2016, reaching $30B, continuing with double-digit growth.
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Introduction

Word-of-mouth in Social Networks
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Introduction

Importance of Word-of-mouth Diffusion

Lexicon of modern marketers: word-of-mouth, social value, social whales,
influencers, online social strategy, etc.
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Introduction

Word-of-mouth Diffusion and Influencers

And experiencing directly right now . . .
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Introduction

The Future of Online Marketing: Influencer Marketing

A new, highly effective, rapidly growing form of marketing on the social
Web.
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Introduction

Influencer Marketing

Focus on influential people rather than the target market as a whole
(Wikipedia).
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Influence Maximization Preliminaries

Influence Maximization (IM) [Kempe et al., 2003]

Objective
Given a promotion budget, maximize the influence spread in a social
network, by the word-of-mouth effect

Select k spread seeds in the social graph, given diffusion graph
G = (V ,E ) and a propagation model;
Edges correspond to following relations, friendships, etc., in the social
media environment
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Influence Maximization Preliminaries

Influence Cascades

Figure 2: Three ways of assigning influence to mul-
tiple sources

friends. Having defined immediate influence, we can then
construct disjoint influence trees for every initial posting of a
URL. The number of users in these influence trees—referred
to as “cascades”—thus define the influence score for every
seed. See Figure 3 for some examples of cascades. To check
that our results are not an artifact of any particular assump-
tion about how individuals are influenced to repost infor-
mation, we conducted our analysis for all three definitions.
Although particular numerical values varied slightly across
the three definitions, the qualitative findings were identical;
thus for simplicity we report results only for first influence.

Before proceeding, we note that our use of reposting to
indicate influence is somewhat more inclusive than the con-
vention of “retweeting” (e.g. using the terminology “RT
@username”) which explicitly attributes the original user.
An advantage of our approach is that we can include in our
observations all instances in which a URL was reposted re-
gardless of whether it was acknowledged by the user, thereby
greatly increasing the coverage of our observations. (Since
our study, Twitter has introduced a “retweet” feature that
arguably increases the likelihood that reposts will be ac-
knowledged, but does not guarantee that they will be.) How-
ever, a potential disadvantage of our definition is that it
may mistakenly attribute influence to what is in reality a se-
quence of independent events. In particular, it is likely that
users who follow each other will have similar interests and
so are more likely to post the same URL in close succession
than random pairs of users. Thus it is possible that some
of what we are labeling influence is really a consequence of
homophily [2]. From this perspective, our estimates of in-
fluence should be viewed as an upper bound.

On the other hand, there are reasons to think that our
measure underestimates actual influence, as re-broadcasting
a URL is a particularly strong signal of interest. A weaker
but still relevant measure might be to observe whether a
given user views the content of a shortened URL, imply-
ing that they are sufficiently interested in what the poster
has to say that they will take some action to investigate
it. Unfortunately click-through data on bit.ly URLs are of-
ten difficult to interpret, as one cannot distinguish between
programmatic unshortening events—e.g., from crawlers or
browser extensions—and actual user clicks. Thus we instead
relied on reposting as a conservative measure of influence,
acknowledging that alternative measures of influence should
also be studied as the platform matures.

Finally, we reiterate that the type of influence we study
here is of a rather narrow kind: being influenced to pass
along a particular piece of information. As we discuss later,

Figure 3: Examples of information cascades on
Twitter.

there are many reasons why individuals may choose to pass
along information other than the number and identity of
the individuals from whom they received it—in particular,
the nature of the content itself. Moreover, influencing an-
other individual to pass along a piece of information does not
necessarily imply any other kind of influence, such as influ-
encing their purchasing behavior, or political opinion. Our
use of the term “influencer” should therefore be interpreted
as applying only very narrowly to the ability to consistently
seed cascades that spread further than others. Nevertheless,
differences in this ability, such as they do exist, can be con-
sidered a certain type of influence, especially when the same
information (in this case the same original URL) is seeded
by many different individuals. Moreover, the terms“influen-
tials” and“influencers”have often been used in precisely this
manner [3]; thus our usage is also consistent with previous
work.

5. PREDICTING INDIVIDUAL INFLUENCE
We now investigate an idealized version of how a mar-

keter might identify influencers to seed a word-of-mouth
campaign [16], where we note that from a marketer’s per-
spective the critical capability is to identify attributes of
individuals that consistently predict influence. Reiterating
that by “influence” we mean a user’s ability to seed content
containing URLs that generate large cascades of reposts, we
therefore begin by describing the cascades we are trying to
predict.

As Figure 4a shows, the distribution of cascade sizes is
approximately power-law, implying that the vast majority
of posted URLs do not spread at all (the average cascade
size is 1.14 and the median is 1), while a small fraction
are reposted thousands of times. The depth of the cascade
(Figure 4b) is also right skewed, but more closely resembles
an exponential distribution, where the deepest cascades can
propagate as far as nine generations from their origin; but
again the vast majority of URLs are not reposted at all,
corresponding to cascades of size 1 and depth 0 in which
the seed is the only node in the tree. Regardless of whether

Influence Cascades
Time-ordered sequence of records indicating when a user adopted the
product (was activated), starting a one or several persons
[Bakshy et al., 2011]
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Influence Maximization Preliminaries

IM Objective

Denoting σ(S) the influence cascade starting from a set of seeds S ,
the objective of IM is to solve the following problem:

arg max
S⊆V ,|S |6k

E[|σ(I )|]

Measuring the size of an influence cascade depends on the
propagation model
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Influence Maximization Preliminaries

Independent Cascade (IC) Model [Kempe et al., 2003]

To each edge (u, v) from E , a probability p(u, v) is associated
at time 0 – activate seed s

node u activated at time t – influence is propagated at t + 1 to
neighbors v independently with probability p(u, v)

once a node is activated, it cannot be deactivated / reactivated

Bogdan Cautis, Silviu Maniu, Nikolaos Tziortziotis Adaptive Influence Maximization 12 / 147



Influence Maximization Preliminaries

Independent Cascade (IC) Model – Example

One seed selected
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Influence Maximization Preliminaries

Independent Cascade (IC) Model – Example

Spread step 1
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Influence Maximization Preliminaries

Independent Cascade (IC) Model – Example

Spread step 2
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Influence Maximization Preliminaries

Independent Cascade (IC) Model – Example

Spread step 3
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Influence Maximization Preliminaries

Independent Cascade (IC) Model – Example

Spread step 4
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Influence Maximization Preliminaries

Linear Threshold (LT) Model [Kempe et al., 2003]

Similar to IC, we have weights b(u, v) on each edge, but also a threshold
θ(v) ∈ [0, 1] for each node. The LT process is as follows:

at time 0 – activate seed s,
at time t – all nodes active at t remain activated, and any node v is
activated if: ∑

w∈N(v)

b(v ,w) > θ(v).
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Influence Maximization Preliminaries

Submodularity and Approximation [Nemhauser et al., 1978]

The IM problem is known to be NP-hard, for both IC and LT.

Both LT and IC models are examples of submodular set functions, i.e., they
respect:

E [σ (S ∪ {v})]− E[σ(S)] > E[σ(T ∪ {v})]− E[σ(T )],

for all subsets of seeds S ⊆ T ⊆ V .

Submodular Set Function Optimization
The optimization problem is an instance of submodular set function
optimization, known to give constant 1− 1/e approximation algorithm via
the greedy algorithm.
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Influence Maximization Preliminaries

The Greedy Algorithm

ALGORITHM 1: – Greedy Submodular Maximization
Input: Graph G (V ,E ), spread function σ, budget k
1: Initialization: set S = ∅
2: for t = 1, . . . , k do
3: Choose vt = arg maxv∈E\S E[σ(S ∪ {v})]
4: Update S = S ∪ {vt}
5: end for
6: return S
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Influence Maximization Preliminaries

Adaptive Stochastic
Optimization [Golovin and Krause, 2011]

The objective of Adaptive Influence Maximization:

In practical situations, the model is known but the parameters - p(u, v) and
θ – are not.

The model needs to be learned adaptively and updated from priors – a case
of Adaptive Optimization
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Influence Maximization Preliminaries

Adaptivity [Golovin and Krause, 2011]

φ : E → O realization of the influence graph
Partial realization ψ ⊆ E ×O

Domain: ψ ⊆ E ×O → set of nodes that are observed to be active
through ψ
ψ consistent with φ: φ ∼ ψ
ψ a sub-realisation of ψ′ (ψ ≺ ψ′) if ψ ⊆ ψ′

Adaptive policy: mapping π from partial realizations to nodes.
we write π(ψ) for the node seeded by π under partial realization ψ
seeding π(ψ) leads to partial realization ψ′ = ψ ∪ (π(ψ), φ(π(ψ)))

Adaptive IM optimization problem
Discover policy π∗ such that:

π∗ ∈ arg max
π

favg , EΦ[f (E (π, Φ), Φ)] s.t. |E (π, φ)| ≤ k, ∀φ

where E (π, φ) ⊆ V represents the seed nodes that have been selected
following policy π under realization φ
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Influence Maximization Preliminaries

Adaptive Monotonicity and Submodularity

Definition: Expected Marginal Gain
The conditional expected marginal benefit of v ∈ V, conditioned on
partial realization ψ, is given as:

∆f (v |ψ) , EΦ
[
f (dom(ψ) ∪ {v}, Φ)− f (dom(ψ), Φ)|Φ ∼ ψ

]
.

Definition: Adaptive Monotonicity and Submodularity

f is adaptive monotone iff , for all v ∈ V and ψ such that P(Φ ∼ ψ) > 0,
we have:

∆f (v |ψ) ≥ 0

f is adaptive submodular iff , for all v ∈ V \ dom(ψ′) and ψ ⊆ ψ′, we
have:

∆f (v |ψ) ≥ ∆f (v |ψ′)
Bogdan Cautis, Silviu Maniu, Nikolaos Tziortziotis Adaptive Influence Maximization 23 / 147



Influence Maximization Preliminaries

Adaptive Viral Marketing [Golovin and Krause, 2011]

Figure 3: Illustration of the Adaptive Viral Marketing problem. Left: the underlying social network. Middle:
the people influenced and the observations obtained after one person is selected.

8. Application: Adaptive Viral Marketing
For our next application, consider the following scenario. Suppose we would like to generate demand for a
genuinely novel product. Potential customers do not realize how valuable the new product will be to them, and
conventional advertisements are failing to convince them to try it. In this case, we may try to spur demand by
offering a special promotional deal to a select few people, and hope that demand builds virally, propagating
through the social network as people recommend the product to their friends and associates. Supposing we
know something about the structure of the social networks people inhabit, and how ideas, innovation, and new
product adoption diffuse through them, this begs the question: to which initial set of people should we offer
the promotional deal, in order to spur maximum demand for our product?

This, broadly, is the viral marketing problem. The same problem arises in the context of spreading
technological, cultural, and intellectual innovations, broadly construed. In the interest of unified terminology
we follow Kempe et al. (2003) and talk of spreading influence through the social network, where we say people
are active if they have adopted the idea or innovation in question, and inactive otherwise, and that a influences
b if a convinces b to adopt the idea or innovation in question.

There are many ways to model the diffusion dynamics governing the spread of influence in a social network.
We consider a basic and well-studied model, the independent cascade model, described in detail below. For this
model Kempe et al. (2003) obtain a very interesting result; they show that the eventual spread of the influence
f (i.e., the ultimate number of customers that demand the product) is a monotone submodular function of the
seed set S of people initially selected. This, in conjunction with the results of Nemhauser et al. (1978) implies
that the greedy algorithm obtains at least

�
1� 1

e

�
of the value of the best feasible seed set of size at most k,

i.e., arg maxS:|S|k f(S), where we interpret k as the budget for the promotional campaign. Though Kempe
et al. consider only the maximum coverage version of the viral marketing problem, their result in conjunction
with that of Wolsey (1982) also implies that the greedy algorithm will obtain a quota Q of value at a cost of
at most ln(Q) + 1 times the cost of the optimal set arg minS {c(S) : f(S) � Q} if f takes on only integral
values.

8.1 Adaptive Viral Marketing

The viral marketing problem has a very natural adaptive analog. Instead of selecting a fixed set of people
in advance, we may select a person to offer the promotion to, make some observations about the resulting
spread of demand for our product, and repeat. See Fig. 3 for an illustration. In §8.2, we use the idea of

20

Edge feedback model under IC propagation: given u, the realization φ(u)
encodes each edge as live, dead, or unknown
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Influence Maximization Preliminaries

Why Adaptive Influence Maximisation?

v u

w

0.9

0.1

v u

w

0

1

(a) Graph network (b) True world at time t = 2

Non-Adaptive Influence Maximisation

Seed set: S = {v ,w}
Total number of influenced nodes: 2

Adaptive Influence Maximisation

Seed set: S = {v , u}
Total number of influenced nodes: 3
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Influence Maximization Preliminaries

Adaptive Greedy

ALGORITHM 2: – Adaptive Greedy
Input: Graph G (V ,E ), distribution p(φ) and utility function f , budget k
1: Initialization: set S = ∅, ψ = ∅
2: for t = 1, . . . , k do
3: Choose vt = arg maxv∈E\I ∆(e|ψ) = E[f (S ∪ {v}, Φ)− f (S , Φ)|Φ ∼ ψ]
4: Update S = S ∪ {vt}
5: Observe Φ(vt)
6: Update ψ = ψ ∪ {(vt , Φ(vt))}
7: end for
8: return S
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Influence Maximization Preliminaries

Adaptive Greedy

Theorem
Since in the IC model with full-adoption feedback the influence function is
adaptive monotone and adaptive submodular, the adaptive greedy
algorithm is a (1− 1

e ) approximation of the adaptive optimal policy.
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The Multi-Armed Bandit View

The Multi-Armed Bandit View

Another way to see the problem is to consider that each node is an arm in
a multi-armed bandit environment.

Setting:
m arms each having random variable Xi (reward for arm i) having
expectation µi ∈ [0, 1]

arms are “pulled” in T rounds, giving reward Ri (t)

the measure of interest for multi-armed bandits algorithms is the
regret Rt , i.e., the difference between always choosing the optimal arm
(X ∗i ) and the given algorithm:

Regt = E

[
t∑

i=1

R∗(i)

]
− E

[
t∑

i=1

R(i)

]

Huge literature on bandit algorithms, regret bounds in various settings
(stochastic, adversarial, linear, combinatorial)
[Lattimore and Szepesvári, 2019]
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The Multi-Armed Bandit View

Setting and Bandit Feedback

Goal
Learn the set of “best influencers” in a social network by repeatedly
interacting with it, by online IM campaigns.

Why MAB: may begin with no knowledge, at each step choose seeds that
improve our knowledge (explore) or seeds that yield better spread.

full-bandit feedback: only the number of activated nodes is revealed
after each IM run
edge semi-bandit feedback: all live edges are revealed (as in
[Lei et al., 2015, Vaswani and Lakshmanan, 2016])
node semi-bandit feedback: the activated nodes are revealed (as in
[Vaswani and Lakshmanan, 2016, Lagrée et al., 2017,
Lagrée et al., 2018])

Bogdan Cautis, Silviu Maniu, Nikolaos Tziortziotis Adaptive Influence Maximization 30 / 147



The Multi-Armed Bandit View

Node-Level Feedback vs. Edge-Level Feedback

(Full) edge-level feedback

After a node (batch) is seeded, we can observe the status of each edge
exiting an active node

© Most of the literature relies on this kind of feedback
© May be realistic in micro-blogging scenarios (tweet / retweet)
§ Not very realistic in many other scenarios (e.g., purchase, share, like)

(Full) node-level feedback

After a node (batch) is seeded, we can observe the status of each node
(active / inactive)

© Realistic for most scenarios, more general
§ Less studied in the literature (leads to credit assignment problems)
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The Multi-Armed Bandit View Edge Feedback

Combinatorial Multi-Armed Bandits
(CMAB) [Chen et al., 2013]

Super-arms
In each round, a super-arm consisting of a subset of the m arms S ⊆ 2m is
selected (combinatorial)
Then the outcomes of all arms in S are revealed (in some cases, the
outcomes of some other arms are revealed)

The reward of a super-arm RSt depends only on the expected reward vector
µ = (µ1, . . . , µm) and the arms in S

No access to the “real world” but to an oracle depending on µ (or an
estimation thereof); we assume it is an (α, β)-approximation oracle

Regµ,α,β(t) = t · α · β · optµ − E

[
t∑

i=1

Rµ(Si )

]
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The Multi-Armed Bandit View Edge Feedback

CUCB Algorithm [Chen et al., 2013]

ALGORITHM 3: – CUCB
Input: Arms [m], Oracle algorithm
1: Maintain Ti – total number of times arm i has been played, the estimated

mean µ̂i

2: For each arm i , play an arbitrary super-arm S ∈ S such that i ∈ S and
update Ti and µ̂i

3: t ← m
4: while true do
5: t ← t + 1
6: Set each µ̄i = µ̂i +

√
3 ln t
2Ti

7: S = Oracle(µ̄1, . . . , µ̄m)
8: Play S and update each Ti and µ̂i

9: end while

Based on the UCB (Upper Confidence Bound) algorithm – “optimism in
the face of uncertainty”
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The Multi-Armed Bandit View Edge Feedback

CMAB and Influence Maximization [Chen et al., 2013]

Applying to influence maximization:
arms are the edges in the graph G (V ,E ) having expected probability
puv
the super-arm is a set of edges outgoing from at most k nodes
the edges in the super-arm reveal if they are activated; but also other
edges can reveal their outcome due to the influence spread – edge
feedback
the oracle is the classic IM algorithm using the estimated µ̂; it is an
(1− 1/e − ε, 1− 1/|E |)-approximation

CUCB Regret for Influence Maximization
The CUCB regret is bounded by:

Reg(T ) 6
∑

i∈E ,∆i
min>0

12V 2E 2 lnT

∆i
min

+

(
π2

2
+ 1
)
E∆max
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The Multi-Armed Bandit View Edge Feedback

IMLinUCB: a LinUCB-like Algorithm [Wen et al., 2017]

IC semi-bandit algorithm (ICSB) - edge semi-bandit feedback

Known diffusion graph, unknown activation probabilities w(e), but a linear
generalisation: for each edge e there exists a d-dimensional known feature
vector xe s.t. w(e) is well approximated by xTe θ

∗, where θ∗ ∈ Rd is an
unknown coefficient vector that must be learned.

ALGORITHM 4: IMLinUCB: Influence Maximisation Linear UCB
Input: G , k, ORACLE, feature vector xe ’s, parameters σ, c > 0
1: Initialization: B0 ← 0 ∈ Rd ,M0 ← I ∈ Rd×d

2: for t = 1, 2, . . . , n do

3: θ̄t−1 ← σ−2M−1t−1Bt−1,Ut(e)← Proj[0,1]

(
xe θ̄t−1 + c

√
x>e M−1t−1xe

)
,∀e ∈ E

4: choose St ∈ ORACLE(G , k,Ut), and observe the edge-level semi-bandit feedback
5: update statistics:
6: (a) Initialize: Mt ← Mt−1 and Bt ← Bt−1
7: (b) for all observed e ∈ E , update Mt ← Mt + σ−2xex

>
e , Bt ← Bt + xewt(e)

8: end for

Note: w/o features (tabular case) it reduces to CUCB [Chen et al., 2013].
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The Multi-Armed Bandit View Edge Feedback

Regret Analysis

Regret: accumulated loss in reward (spread) because of the lack of
knowledge of the activation probabilities.
η-scaled regret: Rηt = f (Sopt)− 1

η f (St): e.g., η = αγ, when the
offline IM oracle is an (α, γ) approximation

Main Result

Rαγn ≤ Õ
(

(|V| − k) |E| 32
√
n/(αγ)

)

Bogdan Cautis, Silviu Maniu, Nikolaos Tziortziotis Adaptive Influence Maximization 37 / 147



The Multi-Armed Bandit View Edge Feedback

Experiments - Comparison with CUCB

Facebook graph, |V| = 0.3k , |E| = 5k , comparing with optimal
(full-knowledge) strategy, IM oracle is TIM, k = 5000, d = 10
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The Multi-Armed Bandit View Edge Feedback

Experimental Study of CMAB: Influence Maximization With
Bandits [Vaswani and Lakshmanan, 2015]

Edge feedback: Same setting as [Chen et al., 2013],

Node feedback: challenge is updating the mean estimate for the activation
probability of each edge, as any of the active parents may be responsible
for activating a given node.

MLE-based approach: similar to learning offline, from cascades
(timestamped activations)
frequentist approach: assuming low influence probabilities, hence few
active parents, chose for attribution one parent randomly
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The Multi-Armed Bandit View Edge Feedback

Generic CMAB

ALGORITHM 5: CMAB framework for IM
Input: G , k, feedback mechanism M, algorithm A
1: Initialize

−→
µ̂

2: Ti = 0, ∀i
3: IS-EXPLOIT is a boolean set by alg A
4: if IS-EXPLOIT then
5: ES = EXPLOIT(G ,

−→
µ̂ ,O, k)

6: else
7: ES = EXPLORE(G , k)
8: end if
9: Play the superarm ES , and observe the diffusion cascade c

10:
−→
µ̂ = UPDATE(c,M)

instantiated with CUCB, ε-greedy, Thompson Sampling, pure
exploitation.
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Node Feedback Experiments - Flixster Example
[Vaswani and Lakshmanan, 2015]

Flixster graph, |V| = 29k , |E| = 300k , WIC activation scores

Note: CUCB omitted in the plot as it performs poorly, being biased
towards exploring edges not triggered often → low rate of regret decrease
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The Multi-Armed Bandit View Edge Feedback

Node- vs. Edge-Level Feedback
[Vaswani and Lakshmanan, 2015]

Flixster graph, |V| = 29k , |E| = 300k , WIC activation scores

Epinions, both NLF and NL-ML are effective for all regret minimization algorithms with TS and PE
obtaining the lowest regret. Interestingly, for Epinions HIGH-DEGREE is a competitive baseline
and has low regret. For Flickr, because of the large size of the graph, it is challenging to find a
good seed set with partially learned probabilities. As a result, the average regret after 1000 rounds
is higher than for other datasets. We observe that while both TS and PE do find a locally optimal
seed set. However, because of its exploration phase, EG is able to find a much better seed set and
consequently converges to a much lower regret. To verify this, we plot the relative L2 error in the
edge probabilities against the number of rounds.

Figure 3: Flickr, k = 50: L2 error vs Rounds

Quality of learning edge probabilities: As is evident from Figure 3, the mean estimates improve
as the rounds progress and the relative L2 error goes down over time. This leads to better estimates
of the expected spread and the quality of the chosen seeds improves. The true spread achieved thus
increases and hence the average regret goes down. We see that for both PE and TS, the decrease in
L2 error saturates relatively fast which implies that both of them narrow down on a seed set quickly.
They subsequently stop learning about other edges in the network. In contrast, ✏-greedy does a fair
bit of exploration and hence achieves a lower L2 error.

7 Conclusion
We studied the important, but under-researched problem of influence maximization when no in-
fluence probabilities or diffusion cascades are available. We adopted a combinatorial multi-armed
bandit paradigm and used algorithms from the bandits literature to minimize the loss in spread due
to lack of knowledge of influence probabilities. We also evaluated their empirical performance on
four real datasets. It is interesting to extend the framework to learn, not just influence probabilities,
but the graph structure as well.

A Proofs

Theorem 4. Let pE
ui,v and pN

ui,v resp. denote the probability estimates learned from edge-level
and node-level feedback using maximum likelihood. We have: Let pE

ui,v and pN
ui,v resp. denote the

probability estimates learned from edge-level and node-level feedback using maximum likelihood.
We have:

|pN
ui,v � pE

ui,v|  max

✓
1� pE

ui,v �
1

(pE
ui,v + �)(Pmax)

, pE
ui,v � 1 +

1

(pE
ui,v + �)(Pmin)

◆

where � is the fraction of cascades in which edge (ui, v) is dead, over those where v is active, and
Pmax and Pmin are the upper bound and lower bounds on the quantity

Q
j2Bcj 6=i(1� pN

uj ,v).

Proof. We want to estimate the error for probability of the edge (ui, v) while using the maximum
likelihood approach for credit distribution. Let FE be the number of instances for which the event

10
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Online Influence Maximization [Lei et al., 2015]

Online Influence Maximization (OIM) framework:

model the influence graph as having probabilities with priors on them,
e.g., p(u, v) ∼ Beta(αuv , βuv )

for a budget of k × N seeds, run N rounds in which k seeds are
activated, and feedback is gathered
similar edge feedback to CMAB: a set of activated edges and the set
of edges failing to be activated
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OIM Framework [Lei et al., 2015]

Feedback

1

42

3

Uncertain Influence Graph

Selection Phase

Heuristic

Explore‐Exploit (EE)

Choose Seeds

Update Graph

1

42

3

0.5

0.1 0.9

0.5
0.2

Real World

Seed 
Nodes

PDF

X

Action Phase

follow

follow follow

followfollow

ALGORITHM 6: – OIM Framework
Input: trials N, budget k , uncertain influence graph G
1: A← ∅
2: for n = 1 to N do
3: Sn ← Choose(G , k)
4: (An,Fn)← RealWorld(Sn)
5: A← A ∪ An

6: Update(G ,Fn)
7: end for
8: return (Si )n=1...N , A
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OIM – Algorithms [Lei et al., 2015]

There are several ways to implement Choose in an explore-exploit manner:
ε-greedy approaches: explore with ε probability, exploit otherwise
Upper Confidence bounds on the edges’ distributions
Exponentiated Gradient in which explore probabilities are dynamically
updated
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The Multi-Armed Bandit View Edge Feedback

OIM – Updating the Model [Lei et al., 2015]

The model: the uncertain influence graphs modelled with (Beta)
distributions on its probabilities

Can update:
locally: e.g., using the conjugate prior properties of the Beta
distribution:

Beta(αuv , βuv )→ Beta(αuv + 1, βuv )

in case of successful edge activation
globally: assuming probabilities follow a global (in the graph)
distribution: regression / MLE based on all previous feedback
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OIM – Results [Lei et al., 2015]
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(b) Varying k under fixed trials
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Figure 3: Heuristic-based v.s. Explore–Exploit.

Table 2: Datasets

Dataset NETHEPT NETPHY DBLP

# of Nodes 15K 37K 655K
# of Edges 59K 231K 2.1M
avg. degree 7.73 12.46 6.1
max. degree 341 286 588

of node j. This setting of influence probability values is adopted in
previous works [4, 5, 9, 13, 15, 23].

When the chosen seed nodes are tested on whether they can influ-
ence other nodes, the simulator runs a single independent cascade
simulation on G, and obtains feedback information Fn, in a form of
(i, j,ai j) and An, the set of successfully activated nodes. We mea-
sure the effectiveness of an OIM solution by its influence spread in
the real world, after N trials, as the total number of successfully ac-
tivated nodes in these trials, i.e, |[N

n=1 An|. We repeat each solution
10 times and report the average.

Datasets. We have studied several real social network datasets.
We have used NETHEPT and NETPHY are collaboration networks,
obtained from arXiv.org in the High Energy Physics Theory and
Physics domains, respectively. We have also used the DBLP graph,
which is an academic collaboration network. In these datasets, nodes
represent authors, and edges representing co-authorship. These
datasets are commonly used in the literature of influence maximiza-
tion [4, 5, 9, 13, 23]. Table 2 shows the details of these datasets.

Options for OIM algorithm. We have evaluate several possible
options for the seed selection and graph update components for our
OIM solution:

[Choosing seeds]
• Heuristic-based strategies: Random, MaxDegree;
• Explore–Exploit strategies: 1) Exploit contains only exploit

algorithm; 2) e-greedy represents e-greedy algorithm; 3)
CB is our Confidence-Bound explore–exploit algorithm with
Exponentiated Gradient update.

[Updating graph]
• NO does not conduct any update;
• LOC only local updates;
• LSE local and global updates where Least Squares Estimation

is adopted in global update;
• MLE as LSE, but Maximum Likelihood Estimation is adopted.

In our experiments, we compare the algorithms using combina-
tions of the above two components. Note that Random and MaxDe-

gree do not rely on the influence probability of the edges, and they
are not combined with update methods. When a particular EE strat-
egy is adopted, the update method would be specified, for instance,

CB+MLE means that we use CB with MLE update. By default, we use
MLE for updating the graph. Furthermore, if the EE strategy is used
in choosing seeds, we use CB by default.

When an IM algorithm is invoked in an EE strategy, we use TIM+
since it is the state-of-art influence maximization algorithm. We also
compare the incremental approach with the non-incremental one for
EE strategy. For example, we denote the incremental version for CB
as CB-INC.

Parameters. By default, the global prior is set to be B(1,19),
q = {�1,0,1} in CB, e = 0.1 in e-greedy, and t = 0.02 in the
incremental approach.

Our algorithms, implemented in C++, are conducted on a Linux
machine with a 3.40 GHz Octo-Core Intel(R) processor and 16GB of
memory. Next, we focus on NETPHY, and evaluate different com-
binations of the algorithms in our OIM framework. We summarize
our results for other datasets in Section 8.3.

8.2 Results on NetPHY
Heuristic-based v.s. Explore–Exploit. We first fix the total

budget and verify how the OIM algorithms perform with different
number of trials. We set Budget = 50, and vary k in {1,5,10,25,50}.
By varying k, we essentially vary the total budget. For example, with
k = 5, 50 units of budget is invested over N = 10 trials. Figure 3a
shows our results. Since Random only has influence spread less
than 200 on average, we do not plot it. We observe that the spread
of MaxDegree does not change much since it does not depend
on the real-world feedback. For CB, its spread increases when k
decreases and it is better than MaxDegree when k 6 10 (or N � 5).
Specifically, when k = 1, CB is about 35% better than MaxDegree.
The reason is that, for CB, a smaller k indicates more chances to
get real-world feedback, and thus, more chances to learn the real
influence graph, which leads to a better result. Moreover, when
k = 50, all budget is invested once, which can be regarded as an
offline solution, and produces the worst result for CB. This further
indicates the effectiveness of our OIM framework. For CB-INC, it
performs close to CB with only a small discount (around 5% for
different k) on the spread. It supports our claim that the incremental
approach can perform without incurring much error.

We next fix k and compare different algorithms in Figure 3b. The
results are consistent with our previous findings that CB outperforms
other variants. CB-INC produces similar results with CB. We observe
that the gap between CB and MaxDegree increases with N and k.
For example, at N = 50, CB is about 20% better than MaxDegree

when k = 5, and the percentage grows to 45% when k = 25. The
reason is that larger k and larger N give more chances for CB to learn
the real influence graph. We also plot the result for TIM+ when the
real influence probability is known, denoted as Real. This can be
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Online Influencer
Marketing [Lagrée et al., 2017, Lagrée et al., 2018]

Online and adaptive influence maximization:
Influence campaign: multiple consecutive rounds spreading the same
type of information
Goal is to reach / activate as many users as possible
Assuming a known set of spread seed candidates (the influencers), but
no diffusion model

In each round:
select some influencers from which a new spread starts
the diffusion happens, observe activated nodes, but not the diffusion
process itself
influencers may be re-seeded throughout a campaign
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Influence Persistence

A campaign with multiple rounds, diffusing the same post or different posts
with the same semantics

people may pass along the information several times, but “adopting”
the concept rewards only once (e.g., in politics)
brand fanatics, e.g., Star Wars, Apple, etc
advertisement in users’ feeds (e.g., Twitter), people may transfer / like
the content several times during the campaign

Persistence
A node can be activated several times at different trials, but it is counted
only once.

Bogdan Cautis, Silviu Maniu, Nikolaos Tziortziotis Adaptive Influence Maximization 50 / 147



The Multi-Armed Bandit View Node Feedback

Motivation for Persistence

Directly motivated by influencer marketing
More realistic at many levels: no assumption regarding the diffusion
model, simple feedback, IM via influencers
Clear algorithmic interest: learn parameters on influencers (their
potential) instead of diffusion edges –> large scale
Independent influence campaigns with relatively short timespan
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OIMP Formally [Lagrée et al., 2017, Lagrée et al., 2018]

[K ] := {1, . . . ,K}, set of influencers up for selection, N rounds, L
influencers to be selected at each round
Each influencer is connected to an unknown and potentially large base
(its support, Ak ⊆ V ) of basic nodes
pk(u): each basic node u has an unknown activation probability by
influencer k
Influence process: when influencer k is selected, each basic node from
Ak is sampled for activation
Feedback: all activated basic nodes
Reward: all newly activated basic nodes

Objective : arg max
In⊆[K ],|In|=L,∀16n6N

E

∣∣∣∣∣∣
⋃

16n6N

S(In)

∣∣∣∣∣∣
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OIMP Solution [Lagrée et al., 2018]
Algorithms for Online Influencer Marketing 1:5

pk(u)pk(u)

u

Influencers

Basic Nodes

Fig. 1. Three influencers with associated activation probabilities pk (u).

2.2 Influence maximization via influencers
In contrast to [25], we do not try to estimate edge probabilities in a di�usion graph, but, instead, we
assume the existence of a known set of spread seed candidates – in the following referred to as the
in�uencers – who are the only access to the medium of di�usion. Formally, we let [K] := {1, . . . ,K}
be a set of in�uencers up for selection; each in�uencer is connected to an unknown and potentially
large base (the in�uencer’s support) of basic nodes, each with an unknown activation probability.
For illustration, we give in Figure 1 an example of this setting, with 3 in�uencers connected to
4, 5, and 4 basic nodes, respectively. Let Ak ✓ V , for k = 1, . . . ,K , denote the sets of basic nodes
such that each in�uencer k 2 [K] is connected to each node in Ak . We further denote by pk (u) the
probability for in�uencer k to activate the child node u 2 Ak . In this context, the di�usion process
can be abstracted as follows.

De�nition 2.1 (In�uence process). When an in�uencer k 2 [K] is selected, each basic node u 2 Ak
is sampled for activation, according to its probability pk (u). The feedback for k’s selection consists
of all the activated nodes, while the associated reward consists only of the newly activated ones.

Remark. Limiting the in�uence maximization method to working with a small subset of the nodes
allows to accurately estimate their value more rapidly, even in a highly uncertain environment,
hence the algorithmic interest. At the same time, this is directly motivated by marketing scenarios
involving marketers who only have access to a few in�uencers who can di�use information.
Moreover, despite the fact that we model the social reach of each in�uencer by 1-hop links to the
to-be-in�uenced nodes, these edges are just an abstraction of the activation probability, and may
represent in reality longer paths in an underlying unknown in�uence graph.

2.3 Online influencer marketing with persistence
We are now ready to de�ne the online in�uencer marketing with persistence task.

P������ 1 (OIMP). Given a set of in�uencers [K] := {1, . . . ,K}, a budget of N trials, and a
number 1  L  K of in�uencers to be activated at each trial, the objective of the online in�uencer
marketing with persistence (OIMP) is to solve the following optimization problem:

arg max
In ✓[K ], |In |=L,816n6N

E

������
ÿ

16n6N

S(In)
������ .

As noticed in [25], the o�ine in�uence maximization can be seen as a special instance of the
online one, where the budget is N = 1 (single-trial campaigns).

L���� 2.2. The OIMP problem is NP-hard.

ACM Transactions on Knowledge Discovery from Data, Vol. 1, No. 1, Article 1. Publication date: January 2018.

Key difference w.r.t. classic MABs: no constant optimal seed set,
selection at one trial depends on previous activations; we must follow
an adaptive policy
Algorithm GT-UCB: explore-exploit strategy using the Good-Turing
estimator
UCB-type algorithm: rely on upper confidence bounds on the
estimator of remaining spread potential of an influencer
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Good-Turing Estimator

Main idea: how to estimate the remaining spread for an influencer without
knowing the model?

Good-Turing Estimator

Estimating the number of unique items left in a random process (e.g.,
species estimation, code breaking)

estimated as the frequency of items encountered only once – hapaxes

A1

A2

A3

A4
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Applying Good-Turing to
OIMP [Lagrée et al., 2017, Lagrée et al., 2018]

For each influencer we need to estimate the remaining potential:

Rk(t) :=
∑

u∈Ak

1

{
u /∈

t⋃

i=1

S(i)

}
pk(u)

In the case of OIMP, we use the Good-Turing estimator as the frequency of
nodes influenced only once:

R̂k(t) :=
1

nk(t)

∑

u∈Ak

Uk(u, t)
∏

l 6=k

Zl(u, t)

UCB index
We can plug this in a UCB algorithm by computing, for each influencer,
the index:

bk(t) = R̂k(t) +
(
1 +
√
2
)
√
λ̂k(t) log(4t)

nk(t)
+

log(4t)

3nk(t)
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The GT-UCB
Algorithm [Lagrée et al., 2017, Lagrée et al., 2018]

ALGORITHM 7: – GT-UCB (L = 1)
Input: Set of influencers [K ], time budget N
1: Initialization: play each influencer k ∈ [K ] once, observe the spread Sk,1, set

nk = 1
2: for t = K + 1, . . . ,N do
3: Compute bk(t) for every influencer k
4: Choose k(t) = arg maxk∈[K ] bk(t)
5: Play influencer k(t) and observe spread S(t)
6: Update statistics of influencer k(t): nk(t)(t + 1) = nk(t)(t) + 1 and

Sk,nk (t) = S(t).
7: end for
8: return W
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GT-UCB Theoretical Analysis [Lagrée et al., 2018]

Theorem: Good-Turing Deviation

With probability at least 1− δ, for λ =
∑

u∈A p(u) and

βn :=
(
1 +
√
2
)√λ log(4/δ)

n + 1
3n log 4

δ , the following holds:

−βn −
λ

n
≤ Rn − R̂n ≤ βn.
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GT-UCB Waiting Time [Lagrée et al., 2018]

Waiting Time

Let λk =
∑

u∈Ak
p(u) denote the expected number of activations obtained

by the first call to influencer k . For α ∈ (0, 1), the waiting time TUCB(α)
of GT-UCB represents the round at which the remaining potential of each
influencer k is smaller than αλk . Formally,

TUCB(α) := min{t : ∀k ∈ [K ],Rk(t) ≤ αλk}.

Theorem: GT-UCB Waiting Time

Let λmin := mink∈[K ] λk and let λmax := maxk∈[K ] λk . Assuming that
λmin ≥ 13, for any α ∈

[ 13
λmin , 1

]
, if we define τ∗ := T ∗

(
α− 13

λmin

)
, with

probability at least 1− 2K
λmax the following holds:

TUCB(α) ≤ τ∗ + Kλmax log(4τ∗ + 11Kλmax) + 2K .
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OIMP Regret [Lagrée et al., 2018]1:18 P. Lagrée et al.

100 200 300 400 500
Trial

0.0

0.5

1.0

1.5

2.0
In

�u
en

ce
Sp

re
ad

�104

Oracle
EG-CB
Random
MaxDegree
GT-UCB

(a) HepPh (WC – L = 1)

100 200 300 400 500
Trial

0.0

1.0

2.0

3.0

4.0

In
�u

en
ce

Sp
re

ad

�104

(b) DBLP (WC – L = 1)
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(c) DBLP (WC – L = 10)
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(e) DBLP (TV – L = 1)
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Fig. 6. Growth of spreads against the number of rounds.

many parameters for a horizonT = 500. After reaching this time step, less than 10% of all nodes for
WC, and 20% for TV, are activated. This implies that we have hardly any information regarding the
majority of edge probabilities, as most nodes are located in parts of the graph that have never been
explored.

6.3 Experiments on Twi�er
We continue the experimental section with an evaluation of GT�UCB on the Twitter data, introduced
as a motivating example in Section 3. The interest of this experiment is to observe actual spreads,
instead of simulated ones, over data that does not provide an explicit in�uence graph.

From the retweeting logs, for each active user u – a user who posted more than 10 tweets – we
select users having retweeted at least one of u’s tweets. By doing so, we obtain the set of potentially
in�uenceable users associated to active users. We then apply the greedy algorithm to select the
users maximizing the corresponding set cover. These are the in�uencers of GT�UCB and R�����.
M��D����� is given the entire reconstructed network (described in Table 2), that is, the network
connecting active users to re-tweeters.

To test realistic spreads, at each step, once an in�uencer is selected by GT�UCB, a random cascade
initiated by that in�uencer is chosen from the logs and we record its spread. This provides realistic,
model-free spread samples to the compared algorithms. Since Twitter only contains successful

ACM Transactions on Knowledge Discovery from Data, Vol. 1, No. 1, Article 1. Publication date: January 2018.
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OIMP Execution Time [Lagrée et al., 2018]

Algorithms for Online Influencer Marketing 1:17

In Fig. 4a and 4c, we measure the impact of the number of in�uencers K on the total in�uence
spread. We can observe that, on DBLP, a small number of in�uencers is su�cient to yield high-
quality results. If too many in�uencers (relative to the �xed budget) are selected (e.g., K = 200), the
initialization step required by GT�UCB is too long relative to the full budget, and hence GT�UCB
does not reach its optimal spread – some in�uencers still have a large remaining potential at the
end. On the other hand, a larger number of in�uencers leads to greater in�uence spreads on HepPh:
this network is relatively small (34.5K nodes), and thus half of the nodes are already activated after
some 400 trials. By having more in�uencers, we are able to access parts of the network that would
not be accessible otherwise. We also stress here that, in a practical setting, K should be in phase
with the horizon, in order to limit the impact of the initialization rounds; the results in Fig. 4a
and 4c should be read according to the number of trials left after initialization.

GT�UCB vs. baselines. We illustrate the execution time of the di�erent algorithms in Fig. 5,
for L = 1 and K = 50 (see also Appendix D for similar results). As expected, GT�UCB largely
outperforms EG (and O�����). The two baselines require the execution of an approximated in�uence
maximization algorithm at each round. In line with [2], we observed that SSA has prohibitive
computational cost when incoming edge weights do not sum up to 1, which is the case with both
WC and TV. Thus, both O����� and EG run PMC3 on all our experiments with IC propagation.
GT�UCB is several orders of magnitude faster: it concentrates most of its running time on extracting
in�uencers, while statistic updates and UCB computations are negligible.

In Fig. 6, we show the growth of the spread for GT�UCB and the various baselines. For each
experiment, GT�UCB uses K = 50 if L = 1 and K = 100 if L = 10. First, we can see that M��D�����
is quite a strong baseline in many cases, especially for WC and LT. GT�UCB results in good quality
spreads across every combination of network and di�usion model. Interestingly, on the smaller
graph HepPh, we observe an increase in the slope of spread after initialization, particularly visible
at t = 50 with WC and LT. This corresponds to the step when GT�UCB starts to select in�uencers
maximizing bk (t) in the main loop. It shows that our strategy adapts well to the previous activations,
and chooses good in�uencers at each iteration. Interestingly, R����� performs surprisingly well
in many cases, especially under TV weight assignment. However, when certain in�uencers are
signi�cantly better than others, R����� cannot adapt to this diversity to select the best in�uencers,
unlike GT�UCB. EG performs well on HepPh, especially under TV weight assignment. However, it
fails to provide competitive cumulative spreads on DBLP. We believe that EG tries to estimate too

3We set its main external parameter, the number of snapshots R , to the optimal value of 200, as advised in [2].
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Fig. 5. DBLP (WC) – Execution time.
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The Multi-Armed Bandit View Node Feedback

Model Independent IM [Vaswani et al., 2017]

Goal: wide applicability by an IM problem formulation based on
pairwise reachability probabilities (as in [Lagrée et al., 2018])

all stochasticity in the diffusion model D encoded in a random diffusion
vector w → each diffusion has a corresponding w sampled from an
underlying distribution P
online IM: marketer choses seed set S, nature samples w ∼ P
activated nodes in a diffusion are completely determined by the seed
set S (from a known graph) and D(w) (unknown)

Surrogate objective function: based on maximum reachability
Pairwise influence feedback: observe each node activation along with
the seed node responsible for it (note: weaker than edge-level
feedback)
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The Multi-Armed Bandit View Node Feedback

Surrogate Objective Function

for any pair of nodes u, v , the pairwise reachability from u to v , p∗u,v ,
is the probability that v is activated if u is the only seed node
for a seed set S, f (S, v , p∗) = maxu∈S p

∗
u,v is the maximal pairwise

reachability from S to v

surrogate IM objective function:

f (S, p∗) =
∑

v∈V
(S, v , p∗)(monotone and submodular)

goal:
S̃ = arg max

S
f (S, p∗)

(shown to be bounded by below by 1/K wrt the optimal IM solution)
finding S̃ remains hard, greedy (1− 1/e) approximation instead
given p∗ (or learning it online as in [Vaswani et al., 2017]), we can
obtain an approximate solution for the IM problem w/o knowing the
diffusion model
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The Multi-Armed Bandit View Node Feedback

Linear Generalisation

O(n2) parameters → O(dn) parameters

Linear generalisation: for each seed u and node v there exists two
d-dimensional feature vectors, xv (known) and θ∗u (unknown) s.t. p∗(u, v)
is well approximated by xTv θ

∗
u (i.e., θ∗u ∈ Rd are the unknown coefficient

vectors that must be learned)
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The Multi-Armed Bandit View Node Feedback

Another LinUCB-like Algorithm

ALGORITHM 8: Diffusion Independent LinUCB (DILinUCB)
Input: G ,C , oracleORACLE, target feature matrix X ∈ Rd×n, parameters c, λ, σ > 0
1: Initialize: Σu,0 ←∈ λId , bu,0 ← 0, θ̂u,0 ← 0,∀v ∈ V , and UCB p̄u,v , ∀u, v ∈ V
2: for t = 1, 2, . . . ,T do
3: Choose St ← ORACLE(G ,C , p̂)
4: for u ∈ St do
5: Get pairwise influence feedback yu,t
6: bu,t ← bu,t−1 + Xyu,t
7: Σu,t ← Σu,t−1 + σ−2XX>

8: θ̂u,t ← σ−2Σ−1u,t bu,t

9: p̄u,v ← Proj[0,1]

[
〈θ̂u,txv 〉+ c‖xv‖Σ−1

u,t

]
, ∀v ∈ V

10: end for
11: for u /∈ St do
12: bu,t = bu,t−1
13: Σu,t = Σu,t−1
14: end for
15: end for
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The Multi-Armed Bandit View Node Feedback

Experiments

Some notes:
reachability from a source to target nodes should be a smooth graph
function
also smoothness assumptions for source features ||θ∗u1 − θ∗u2 ||2 should
be “small” if u1 and u2 are adjacent → Laplacian regularization)
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The Full Knowledge Case

Full Feedback

Full feedback
Activating a seed node at time t, we observe the entire propagation in
graph

© Utility function f is adaptive monotone and submodular
§ Not very realistic model
§ Potentially huge delay
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The Full Knowledge Case Full Feedback

Adaptivity Revisited in [Vaswani and Lakshmanan, 2016]

ψt : V → {0, 1} realisation / network state of the influence graph,
i.e., set of active nodes at t
adaptive policy: mapping πk from network states ψt to (set of )
nodes (empty set included) under budget k
we write πk(ψt) for the node(s) seeded by πk at t + 1 under the
network state ψt at time t

seeding πk(ψt) leads to the network state ψt+1 = ψt ∪ {πk(ψt)}
f (πk) denotes the spread achieved by πk in a possible world
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The Full Knowledge Case Full Feedback

Offline Policies [Vaswani and Lakshmanan, 2016]

Offline policies

Focus on offline policies, with the objective to maximise in average f (πk)
over some candidate possible worlds (the training set). (Note: simply says
we can sample possible worlds, as G is known, and we can design the
policy offline)

Adaptive IM Optimization Problem

Find the optimal πopt,k such that the performance f (πopt,k) is maximised
in average (over the candidate possible worlds).

Equivalence node-level feedback / edge-level feedback

If the diffusion process is allowed to terminate after every seeding step,
node-level feedback is equivalent to edge-level feedback w.r.t. marginal
gain computation → the expected spread function remains adaptive
submodular and adaptive monotone.
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The Full Knowledge Case Full Feedback

Main Results in [Vaswani and Lakshmanan, 2016]

How well πGA,k (greedy adaptive, sequential) and πGNA,k (greedy non
adaptive) may do compared to πOA,k (optimal adaptive, sequential) ?

Greedy approximations

f (πGA,k) ≥
(
1− e−

1
γ

)
× f (πOA,k)

f (πGNA,k) ≥
(
1− 1

e

)2 × f (πOA,k)

for γ =
(

e
e−1

)2
.

Note: assuming perfect marginal gain computation.
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The Full Knowledge Case Full Feedback

Experiments

100 possible worlds, spread results averaged over them
adaptive TIM (RR sets regenerated lazily / LR or eagerly / FR after
each seeding step)
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The Full Knowledge Case Full Feedback

Adaptivity Gaps [Chen and Peng, 2019]

Key question: under full-adoption feedback, to what extent an adaptive
policy might outperform a non adaptive one ?

Adaptivity gap

For a graph G = (L,V , p), budget k , let OPTN(G , k) (resp. OPTA(G , k))
the spread of the optimal non-adaptive (resp. adaptive) policy. The
adaptivity gap is defined as follows:

supG ,k
OPTA(G , k)

OPTN(G , k)
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The Full Knowledge Case Full Feedback

Upper Bounds

Theorem: in-arborescence
When the underline influence graph is an in-arborescence, the adaptivity
gap for the IM problem in the IC model with full adoption feedback is at
most 2e

e−1 .

Theorem: out-arborescence
When the underline influence graph is an out-arborescence, the adaptivity
gap for the IM problem in the IC model with full adoption feedback is at
most 2.

Theorem: bipartite

When the underline influence graph is bipartite (one-directional), the
adaptivity gap for the IM problem in the IC model with full adoption
feedback is at most 2e

e−1 .
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The Full Knowledge Case Full Feedback

Lower Bound

Theorem: bipartite
The adaptivity gap for the IM problem in the IC model with full adoption
feedback is at least e

e−1 .

Open question
Adaptivity gap upper bounds for general graphs under full-adoption
feedback.
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The Full Knowledge Case Full Feedback

Effective Algorithms for Adaptive Influence Maximization

Figure: A social network and three of its possible worlds w ∼ W

ISelect k seed nodes in r batches of equal size b = k/r

We observe the influence prop. in w for r rounds in total, once after
the selection of each batch
Our objective is to select r seed set S1,S2, . . . ,Sr , to maximize the
expected influence spread over the choices of w ∼ W (see fig above)
The full-feedback model is adopted
If b = k , (i .e., r = 1), we resort to the standard IM task
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The Full Knowledge Case Full Feedback

AdaptGreedy efficient algorithm [Han et al., 2018]

Given any non-adaptive IM algorithm able to identify a size-b seed set Si
for the i th residue graph Gi , such that:

E[fGi
(Si )] ≥ (c − ξi )OPTb(Gi ),

AdaptGreedy achieves a provable approximation guarantee represented by
ξ, where:

E[fGi
(Si )] is the expected spread of Si on Gi

residue graph Gi is generated by removing from Gi−1 those nodes that
are influenced by Si−1, with G1 = G

OPTb(Gi ) is the maximum spread of any size-b seed set on Gi

c = 1 if b = 1 and c = 1− 1/e otherwise
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The Full Knowledge Case Full Feedback

ALGORITHM 9: AdaptGreedy
Input: G , k (budget) , r (number of batches)
Output: Seed set S1, . . . ,Sr (adaptively selected)
1: b ← k/r (number of seeds selected at each round)
2: G1 ← G
3: if r == k then
4: c ← 1
5: else
6: c ← 1− 1/e
7: end if
8: for i = 1 to r do
9: Identify a size-b seed set Si from Gi , such that:

E[fGi
(Si )] ≥ (c − ξ)OPTb(Gi )

10: Observe influence of Si in Gi

11: Gi+1 ← Remove all nodes from Gi influenced by Si
12: end for
13: return S1, . . . ,Sr
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The Full Knowledge Case Full Feedback

AdaptGreedy Performance Guarantees

Theorem
Let G be the set of all possible choices of Gi . Let P[ξi |G1, . . . ,Gi ] be the
probability that Si achieves an approximation ratio of c − ξi conditioned on
the event that the first i residue graphs are G1, . . . ,Gi , and

ξ =
1
r

r∑

i=1

∑

G1∈G1,...,Gi∈Gi

(ξi · P[ξi |G1, . . . ,Gi ] · P[G1, . . . ,Gi ])

Then, the approximation guarantees of AdaptGreedy is at least:
{

1− exp(ξ − 1), if b = 1,
1− exp

(
ξ − 1 + 1

e

)
, if otherwise
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The Full Knowledge Case Full Feedback

EPIC: IM with expected approximation

Reverse reachable sets (RR-sets)

An RR-set R of G is generated by:
1 First select a node v ∈ V uniformly at random,
2 Then take the nodes that can reach v in a random graph generated by

independently removing each edge e ∈ E with probability 1− p(e)

Then, we get that:
E[fG (S)] = |V |CovR(S)/|R|︸ ︷︷ ︸

,FR(S)

where CovR(S) denotes the number of RR-sets in CR that overlaps S .

EPIC general framework
1 Start from a small number of RR-sets
2 Iteratively increase the RR-set number until a satisfactory solution is

satisfied
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The Full Knowledge Case Full Feedback

ALGORITHM 10: EPIC Algorithm
Input: Gi , εi , δi , b
Output: Seed set Si (i th batch)
1: γi ,1 = εi

6 , γi ,3 = εi
2 , γi ,2 =

εi−γi,1−cγi,3
1+γi,1

2: Y1 =
(4e−8)(1+γi,1)(1+γi,2)

γ2i,3
ln(3/δi )

3: Tmax = (8+2εi )ni
bε2i

(
ln 2

δi
+ ln

(ni
b

))
, ω =

⌈
log2

(
Tmax
Y1

)⌉

4: Y2 = 1 +
(4e−8)(1+γi,2)

γ2i,2
ln 3ω

δi

5: Generate a set R1 of Y1 random RR sets
6: repeat
7: 〈Si ,FR1(Si )〉 ← MaxCover(R1, b)
8: if |R1| · FR1(Si ) ≥ Y1 then
9: Generate |R1| random RR sets in R2

10: Calculate FR2(Si ) of Si in R2
11: if |R2| · FR2(Si ) ≥ Y2 and FR1(Si ) ≤ (1 + γi ,1)FR2(Si ) then
12: return Si
13: end if
14: end if
15: R1 = R1 ∪R2
16: until |R1| ≥ Tmax

17: return Si
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The Full Knowledge Case Full Feedback

ALGORITHM 11: MaxCover Algorithm
Input: A set R of random RR set, b
Output: Si , and the fraction of RR sets in R covered by Si
1: Si = ∅
2: for i = 1 to b do
3: v ∈ arg maxu∈V CovR(Si ∪ {u})− CovR(Si )
4: Si ← Si ∪ {v}
5: end for
6: return 〈Si ,CovR(Si )/|R|〉
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The Full Knowledge Case Full Feedback

EPIC Performance Guarantees

Theorem
With a probability of at least 1− δi , EPIC returns a seed set Si satisfying

E[fGi
(Si )] ≥ (c − εi )OPTb(Gi )

for any Gi . In addition, the expected time complexity of EPIC is

O

((
b log(ni ) + log

(
1
δi

))
(mi + ni )/ε

2
)

where mi and ni are the numbers of nodes and edges of Gi , respectively.
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The Full Knowledge Case Full Feedback

Empirical Analysis: Running Time Vs. Seed and Batch size
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The Full Knowledge Case Full Feedback

Empirical Analysis: Spread Vs. Seed and Batch size
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The Full Knowledge Case Full Feedback

Full feedback Vs. Partial feedback

Full feedback
Activating a seed node at time t, we observe the entire propagation in
graph

© Utility function f is adaptive monotone and submodular
§ Not very realistic model
§ Potentially huge delay

Partial feedback
Activating a seed node at time t, we observe the propagation in graph for d
time slots:

© Allows us to select to select seed nodes at any intermediate stage
§ Utility function f is NOT adaptive submodular
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The Full Knowledge Case Full Feedback

Adaptive IM with Partial Feedback [Yuan and Tang, 2017]

The next seed is selected iff the following condition is satisfied:

f (S|ψ[r ])

|V \ O[r ]|
≥ α

where,
α ∈ [0, 1]: control parameter

α = 1: full-feedback
α = 0: zero-feedback (standard IM)

ψ[r ]: observations made at round r

O[r ]: set of nodes whose activation probability is zero at round r .

Uniform cost
The node with the maximum expected marginal gain given existing seeds S
and partial realization ψ[r ] is selected as seed node at each round:

v = arg max
u∈V \S

∆f (u|ψ[r ])
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The Full Knowledge Case Full Feedback

ALGORITHM 12: α-Greedy policy πu

Input: G,B, 0 ≤ α ≤ 1
Output: S
1: S ← ∅; r ← 0
2: v = arg maxu∈V \S ∆f (u|ψ[r ])
3: S ← S ∪ {v}; B ← B − 1
4: while B ≥ 0 do
5: r ← r + 1
6: if f (S|ψ[r ])

|V \O[r ]|
≥ α then

7: v = arg maxu∈V \S ∆f (u|ψ[r ])
8: S ← S ∪ {v}; B ← B − 1
9: else

10: wait one time slot; update ψ[r ]

11: end if
12: end while
13: return S (final set of influenced nodes)
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The Full Knowledge Case Full Feedback

Adaptive IM with Partial Feedback [Yuan and Tang, 2017]

The next seed is selected iff the following condition is satisfied:
f (S|ψ[r ])

|V \ O[r ]|
≥ α

where,
α ∈ [0, 1]: control parameter

α = 1: full-feedback
α = 0: zero-feedback (standard IM)

ψ[r ]: observations made at round r
O[r ]: set of nodes whose activation probability is zero at round r .

Non-uniform cost
The node with the maximum expected marginal gain given existing seeds S
and partial realization ψ[r ] is selected as seed node at each round:

v = arg max
u∈V \S

∆f (u|ψ[r ])

cu
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The Full Knowledge Case Full Feedback

ALGORITHM 13: α-Greedy policy with non-uniform cost πnu

Input: G,B, 0 ≤ α ≤ 1
Output: S
1: S ← ∅; r ← 0
2: v = arg maxu∈V \S

∆(u|ψ[r ])

cu
3: S ← S ∪ {v}; B ← B − cv
4: while B ≥ 0 do
5: r ← r + 1
6: if f (S|ψ[r ])

|V \O[r ]|
≥ α then

7: v = arg maxu∈V \S
∆(u|ψ[r ])

cu
8: if B − cv < 0 then
9: break

10: else
11: S ← S ∪ {v}; B ← B − cv
12: end if
13: else
14: wait one time slot; update ψ[r ]

15: end if
16: end while
17: return S (final set of influenced nodes)
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The Full Knowledge Case Full Feedback

Adaptive IM with Partial Feedback Guarantees

Theorem: Performance Bound of πu (uniform cost)

The expected cascade of policy πu under the IC model is bounded by:

f (πu) ≥ α
(
1− e−

1
α

)
f (π∗).

Under full-feedback model (α = 1), we get: f (πu) ≥ (1− 1/e)︸ ︷︷ ︸
'63%

f (π∗).

Theorem: Performance Bound of πnu (non-uniform cost)

The expected cascade of policy πnu under the IC model is bounded by:

f (πnu) ≥ α
(
1− e−

1
α

B−c̄
B

)
f (π∗), where c̄ , max

u∈V
cu.
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The Full Knowledge Case Full Feedback

Empirical analysis

Experimental setup

NetHEPT network (|V | = 15233, |E | = 62774)
Edge influence probability is randomly assigned: i × {0.01, 0.001}
Budget B ranges from 30 to 60
The cost of each node is randomly assigned from [1, 10]
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The Full Knowledge Case Myopic Feedback

Full Feedback Vs. Myopic Feedback

Full feedback
Activating a seed node at time t, we observe the entire propagation in
graph

© Utility function f is adaptive monotone and submodular
§ Not very realistic model
§ Potentially huge delay

Myopic feedback

Activating a seed node at time t, we only observe the status (active or not)
of the neighbors of the seed nodes at time t + 1

© Realistic model
§ Utility function f is NOT adaptive submodular
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The Full Knowledge Case Myopic Feedback

Myopic Adaptive Influence Maximisation [Salha et al., 2018]

Modified utility function
Given a finite horizon T , the proposed utility function is defined as:

f̃ (S, φ) ,
T∑

t=1

|σt(S, φ)|,

where σt(S, φ) represents the set of active nodes at time t.

Modified IC model
Each active node has multiple opportunities to influence its inactive
neighbors.
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The Full Knowledge Case Myopic Feedback

Layered Graph Representation - GL
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Lemma
For seed set S (with time indices) and realization φ, it holds that:

f̃G(S, φ) = fGL(S, φ)
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The Full Knowledge Case Myopic Feedback

Representation Analysis

Definition: Time function
Time function T : Ψ → {1, . . . ,T} returns, for a particular ψ, the largest
time index from observed nodes and edges, and 1 if ψ = ∅

Definition: Marginal gain
The marginal gain of choosing v as a seed node, having observed ψ
with T (ψ) = t, and for the ground truth realization φ of the network, is:

δφ(v |ψ) , f̃G(dom(ψ) ∪ {vt}, φ)− f̃G(dom(ψ), φ).
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The Full Knowledge Case Myopic Feedback

Representation Analysis

Lemma: Marginal gain

The marginal gain of choosing v as a seed node on GL, under partial
realization ψ with T (ψ) = t, is given by:

δφ(v |ψ) = fGL([Lt ∩ dom(ψ)] ∪ {vt}, φ)− fGL(Lt ∩ dom(ψ), φ).

Lemma: Submodularity property

For partial realizations ψ ⊆ ψ′ with T (ψ) = T (ψ′) = t and any
v ∈ V , we get δφ(v |ψ) ≥ δφ(v |ψ′).
For partial realizations ψ ⊆ ψ′ with T (ψ) < T (ψ′) and any
v ∈ V \ dom(ψ′), we get δφ(v |ψ) ≥ 1 + δφ(v |ψ′).
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The Full Knowledge Case Myopic Feedback

Myopic Adaptive Greedy Strategy Guarantees

Optimization Problem:

π∗ ∈ arg max
π

f̃avg (π) , EΦ[f̃G(E (π, Φ), Φ)] s.t. |E (π, φ)| ≤ k , ∀φ.

Theorem: Performance Bound
Adaptive greedy policy πg obtains at least (1− 1/e) of the value of the
best policy for the AIM problem under the modified IC model with myopic
feedback:

f̃avg (πg) ≥ (1− 1/e)︸ ︷︷ ︸
'63%

f̃avg (π∗).
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The Full Knowledge Case Myopic Feedback

ALGORITHM 14: Myopic adaptive greedy policy
Input: G,T
1: ψ ← ∅, S ← ∅
2: for t = 1 to T do
3: Compute ∆f̃ (v |ψ),∀v ∈ V \ S
4: Select v∗ ∈ arg max

v∈V\S
∆f̃ (v |ψ)

5: S ← S ∪ {v∗}
6: Update ψ observing (one-step) myopic feedback
7: S ← S ∪ dom(ψ)
8: end for
9: return S (final set of influenced nodes)
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The Full Knowledge Case Myopic Feedback

Modified IC Hypotheses

Lemma: Utility function f̃ under standard IC model

The utility function f̃ is not adaptive submodular under the standard IC
model with myopic feedback.

Lemma: Non-Progressive Adaptive Submodular IM
Forcing active nodes to remain active throughout the process constitutes a
necessary condition to verify the adaptive submodularity property of:
i) f̃G in the modified IC model with myopic feedback;
ii) fG in the standard IC model with full-adoption feedback.
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The Full Knowledge Case Myopic Feedback

Empirical Results
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The Full Knowledge Case Myopic Feedback

Adaptivity Gaps under myopic Feedback
[Peng and Chen, 2019]

Key question: under myopic feedback, to what extent an adaptive policy
might outperform a non adaptive one ?

Adaptivity gap

For all graphs G = (L,V , p), budgets k , let OPTN(G , k) (resp.
OPTA(G , k)) the spread of the optimal non-adaptive (resp. adaptive)
policy. The adaptivity gap is defined as follows:

supG ,k
OPTA(G , k)

OPTN(G , k)
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The Full Knowledge Case Myopic Feedback

Adaptivity Gap: Lower and Upper Bounds
[Peng and Chen, 2019]

Theorem (Upper bound)

Under the IC model with myopic feedback, the adaptivity gap for the
influence maximization problem is at most 4.

Theorem (Lower bound)

Under the IC model with myopic feedback, the adaptivity gap for the
influence maximization problem is at least e

e−1 .
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The Full Knowledge Case Myopic Feedback

Greedy vs. Optimal Adaptive Policy [Peng and Chen, 2019]

Theorem

Both greedy and adaptive greedy are 1
4(1− 1

3)-approximate to the optimal
adaptive policy under the IC model with myopic feedback. (conjecture from
[Golovin and Krause, 2011]).

Theorem
The approximation ratio for greedy and adaptive greedy is no better than
e2+1

(e+1)2
≈ 0.606 w.r.t. the optimal adaptive policy under the IC model with

myopic feedback.

Note: e2+1
(e+1)2

≈ 0.606 < (1− 1
e ) ≈ 0.632.

Theorem
Under the IC model with myopic feedback the approximation ratio of
adaptive greedy is at most that of the non-adaptive greedy.
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The Full Knowledge Case General Feedback
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The Full Knowledge Case General Feedback

General Feedback

General feedback
Activating a seed node at time t, we observe the propagation in graph for
d steps, for d ∈ N ∪ {∞} and fixed:

Allows to select seed nodes at predefined intermediate stages
Recall utility function f is NOT adaptive submodular unless d 6=∞

d = 1 represents the myopic feedback model
d =∞ represents the full (adoption) feedback model

Bogdan Cautis, Silviu Maniu, Nikolaos Tziortziotis Adaptive Influence Maximization 107 / 147



The Full Knowledge Case General Feedback

Adaptive IM with General Feedback [Tong and Wang, 2019]

(k, d)-AIM

Given a budget k , and an observation stage of d steps,

repeat the following: select one seed node, wait for d rounds of
diffusion, and observe the diffusion . . .
. . . until k nodes are selected
wait for final diffusion to end, output number of activated nodes
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The Full Knowledge Case General Feedback

Policy search

Policy

A policy π maps a status (S , φ) to a set of nodes to be seeded, for S
denoting the set of current active nodes and φ being a realization giving
the live/dead state of edges that have been observed.

Objective
For k and d given, find a policy π such that the expected number of active
nodes, denoted F (π, k, d), is maximized.
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The Full Knowledge Case General Feedback

Adaptive IM with General Feedback [Tong and Wang, 2019]

(π, k , d)-process

Given a budget k , and an observation stage of d steps,

starting with status (S , φ) = (∅, φ∅)

repeat the following step k times:
select and activate seed node π(S , φ)
wait for and observe d rounds of diffusion
update S as set of current active nodes
update φ as current realization

wait for final diffusion to end, output number of activated nodes
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The Full Knowledge Case General Feedback

Decision Tree

Decision tree
An adaptive seeding process can be seen as a decision tree, where node =
seed set, edge = status.
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The Full Knowledge Case General Feedback

Greedy Policy

Greedy policy πg
Given a status (S , φ), the greedy policy πg selects the node that maximizes
the marginal gain conditioned on (S , φ):

πg (S , φ) = arg max
v

∆f∞(S , v , φ)

where
S denotes the set of current active nodes
φ is the realization i.e. state of edges that have been observed
∆f∞(S , v , φ) =

∑
φ≺ψ,ψ∈Ψ

Pr [ψ|φ]×∆∞(S , v , ψ) is the expected

marginal profit after diffusion terminates (d =∞), Ψ = full
realisations (possible worlds)
∆∞(S , v , ψ) = |Active∞(S ∪ {v}, ψ)| − |Active∞(S , ψ)| is the
marginal increase due to v after diffusion terminates (d =∞)
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The Full Knowledge Case General Feedback

Regret Ratio

Given a status (S , φ), suppose we need to select one seed maximizing the
number of active nodes after t rounds (bounded time horizon t)

Option 1: seed immediately based on (S , φ), to achieve a marginal
profit maxv ∆f∞(S , v , φ)

Option 2: wait for diffusion to terminate, reaching some possible
status (S∗, φ∗) and then select v by

arg max
v

∆f∞(S∗, v , φ∗),

to achieve a marginal profit
∑

(S∗,φ∗)

Pr [φ∗|φ]×max∆f∞(S∗, v , φ∗)

(t, d)-regret ratio for (S , φ)

Regret ratio α(S , φ) = result of option 2
result of option 1
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The Full Knowledge Case General Feedback

Main Result in [Tong and Wang, 2019]

For each policy π, we have that

F (πg , k , d) ≥ (1− e−1/α)× F (π, k , d)

where α = max(S ,φ) α(S , φ) over all (S , φ) in the (πg , k, d)-process /
corresponding decision tree.
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The Full Knowledge Case General Feedback

Empirical Analysis - Different Feedback Models (d)
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Other Approaches

Multi-Round Influence Maximization [Sun et al., 2018]

An advertiser’s marketing campaign may contain multiple rounds to
promote one product a

X Non-adaptive MRIM: determine the seed sets for all rounds at the
beginning

X Adaptive MRIM: select seed sets adaptively based on the propaga-
tion in the previous rounds

aKDD 2018: https://www.youtube.com/watch?v=FzDIdO_78b0
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Other Approaches

Triggering Diffusion Model

X Discrete time diffusion model t = 0, 1, . . .
X At time t = 0:

Seed set S0 is selected
Each node v ∈ V selects a random triggering set T (v) according to
some distribution over subsets of its in-neighbors

X At time t ≥ 1:
An inactive node v becomes active if at least one node in T (v) is
active at t − 1

X The diffusion ends when no more nodes activated in a time steps.

Triggering diffusion model ≡ to propagation in live-edge graph

Given sets {T (v)}v∈V , we get the live-edge graph L = (V ,E (L)):
+ E (L) = {(u, v)|v ∈ V , u ∈ T (v)} (live edges)
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Other Approaches

Multi-Round Triggering (MRT) diffusion model

MRT includes T independent rounds, r
At each round r ∈ [T ] diffusion starts from a separate seed set Sr
S , {(v , r)|v ∈ Sr} represents the seed set at round r
The diffusion at each round follows the standard triggering model
The budget at each round is equal to k

Influence spread in MRT model

ρ(S) = ρ(∪Tr=1Sr ) , E

[∣∣∣∣∣
T⋃

r=1

Γ (Lr ,St)

∣∣∣∣∣

]

where Γ (Lr ,St) is the active nodes at the end of round r .
X The expectation is over the distribution of live-edge graphs L1, . . . , LT .
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Other Approaches

Non-Adaptive MRIM optimization task

Problem formulation
Given:
i) Graph G = (V ,E )

ii) Triggering set distribution for every node
iii) Number of rounds T
iv) Each-round budget k
our objective is to find seed set S∗ such that:

S∗ = S∗1 ∪ S∗2 ∪ · · · ∪ S∗T = arg max
S:|St |≤k,∀r∈[T ]

ρ(S)

X Find the T seed sets all at once before the propagation starts
X Classical IM is a special case of MRIM with T = 1
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Other Approaches

Cross-Round setting

Let Vr = {(v , r)|v ∈ V } (all possible nodes at round r) and V ,
⋃T

r=1 Vr
Cross-Round Greedy Policy

1 Candidate space C = V
2 At every (greedy) time step:

Pick (v , r) ∈ C with the maximum gain without replacement
IF budget of round r exhausts, C ← C \ Vr

Theorem: Performance bound

For every ε > 0 and ` > 0, with probability at least 1− 1/n`, the output
S0 of CR-Greedy satisfies:

ρ(S0) ≥
(
1
2
− ε
)
ρ(S∗),

if R = d31k2T 2n log(3kn`+1)/ε2e as input.
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Other Approaches

ALGORITHM 15: CR-Greedy: Cross-Round Greedy Algorithm
Input: G,T , k,R (triggering set distributions)
Output: S0

1: S0 ← ∅; C ← V
2: c1, c2, . . . , ct ← 0
3: for i = 1 to kT do
4: ∀(v , r) ∈ C \ S0, estimate ρ(S0 ∪ {(v , r)}) simulating diffusion

process R times
5: (vi , ri )← arg max(v ,r)∈C\S0 ρ̂(S0 ∪ {(v , r)})
6: S0 ← S0 ∪ {(vi , ri )}; cri ← cri + 1
7: if cri ≥ k then
8: C ← C \ Vri
9: end if

10: end for
11: return S0
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Other Approaches

Within-Round setting

Let Vr = {(v , r)|v ∈ V } (all possible nodes at round r) and V ,
⋃T

r=1 Vr
Within-Round Greedy Policy

1 Seed nodes are selected by round-by-round
2 Only after selected all k seed nodes at round r , we greedily select seed

nodes for the next round r + 1.

Theorem: Performance bound

For every ε > 0 and ` > 0, with probability at least 1− 1/n`, the output
S0 of WR-Greedy satisfies:

ρ(S0) ≥
(
1− e−(1− 1

e ) − ε
)
ρ(S∗),

if R = d31k2n log(2kn`+1T )/ε2e as input.

Bogdan Cautis, Silviu Maniu, Nikolaos Tziortziotis Adaptive Influence Maximization 123 / 147



Other Approaches

ALGORITHM 16: WR-Greedy: Within-Round Greedy Algorithm
Input: G,T , k,R (triggering set distributions)
Output: S0

1: S0 ← ∅; C ← V
2: for r = 1 to T do
3: for i = 1 to k do
4: ∀(v , r) ∈ C \ S0, estimate ρ(S0 ∪ {(v , r)}) simulating diffusion

process R times
5: (v , r)← arg max(v ,r)∈C\S0 ρ̂(S0 ∪ {(v , r)})
6: S0 ← S0 ∪ {(v , r)}
7: end for
8: end for
9: return S0
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Other Approaches

CR-Greedy Vs. WR-Greedy

Performance Guarantee - Approximation ratio

CR-Greedy: (1
2 − ε)

WR-Greedy: 0.46− ε

Running Time

The running time of WR-Greedy is improved by a factor of T 3,
compared to CR-Greedy
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Other Approaches

Adaptive Multi-Round Influence Maximization

X Let Sr to be the seeds selected at round r , then (Sr , r) is called item

Utility function

f ({(S1, 1), . . . , (Sr , r)}|φ) ,
∣∣∣∣∣

r⋃

i=1

Γ (Lφi ,Si )

∣∣∣∣∣ ,

where Lφi is the live-edge graph of round i .

Adaptive Multi-Round IM problem
Discover best policy π∗ such that:

π∗ = arg max
π∈ΠT ,k

favg (π) = EΦ[f (E (π, Φ), Φ)],

with E (π, Φ) to be the set of items selected under policy π.
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Other Approaches

Adaptive Multi-Round Influence Maximization

Theorem: Performance bound

For every ε > 0 and ` > 0, with probability at least 1− 1/n`, the policy
πag satisfies:

favg (πag ) ≥
(
1− e−(1− 1

e ) − ε
)
favg (π∗),

if R = d31k2n log(2kn`+1T )/ε2e as input.

Running time

Total running time for T−round AdaGreedy: O(k3`Tn2m log(nT )/ε2)
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Other Approaches

ALGORITHM 17: AdaGreedy: Adaptive Greedy for Round r

Input: G,T , k,R (triggering set distributions), Ar−1 active node set by
round r − 1

Output: Sr ,Ar

1: Sr ← MC-Greedy(G ,Ar−1, k ,R)
2: Observe the propagation of Sr
3: Update activated nodes Ar

4: return (Sr , r),Ar

Maximizing the expected marginal gain ∆((Sr , r)|ψ)

≡
Weighted influence maximization task in which we treat nodes in Ar−1
with weight 0 and other nodes with weight 1
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Other Approaches

Comparing Strategies

Non-adaptive Strategies
SG: Select Tk seed nodes using greedy alg, then allocates the first k
as S1, and so on
SG-R: Select k seed nodes, and reuse the same k seeds at each round
CR-Greedy: Cross round greedy algorithm
CR-IMM: Cross round using IMM algorithm [Tang et al., 2015]
WR-Greedy: Within round using greedy algorithm
WR-IMM: Within round using IMM algorithm

Adaptive Strategies
AdaGreedy: Adaptive greedy algorithm
AdaIMM: Adaptive based on IMM algorithm
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Other Approaches

Empirical Analysis: Influence Spread on NetHEPT

“High Energy Physics Theory” section of arXiv from 1991 to 2003:
|V | = 15, 233, |E | = 62, 774
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Other Approaches

Empirical Analysis: Influence Spread on Flixster

Social movie discovery service1: (|V | = 29, 357, |E | = 212, 614)

1www.flixster.com
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Conclusions and Open Problems

Adaptive IM in Summary

© Adaptive policies can bring important benefits
© May be more realistic / closer to real-life diffusion scenarios
© No other alternatives in bandit settings
§ Harder to design and analyse
§ Sometimes properties such as adaptive submodularity no longer

exploitable
§ May be slower
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Conclusions and Open Problems

Open Issues in Bandit AIM Setting

Other bandit approaches besides LinUCB (e.g., Thompson
Sampling-based)
Other feedback models (full-bandit)
Dependency on IM-Oracles
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Conclusions and Open Problems

Open Issues in Full-Knowledge Setting (1)

Some key generic questions:
When an adaptive policy might outperform a non adaptive one ?
By how much an adaptive policy may outperform a non adaptive one ?

Can be addressed in . . .
Theory: adaptivity gaps → some are not yet tight (e.g., myopic
observations), others are yet to be established (e.g., full-adoption
feedback for general graphs)
Practice: adaptivity gains → e.g., how adaptive greedy relates to
non-adaptive greedy, are there other algorithms besides greedy
exhibiting a better gain ?
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Conclusions and Open Problems

Open Issues in Full-Knowledge Setting (2)

Other (more general) models besides IC and studied feedback types
(myopic, full, partial / general feedback)

E.g, the edges we get to observe may depend on the context / status
→ diffusion (maximize spread) vs. feedback (maximize observations)
trade-off when seeding nodes
Privacy issues limiting observations
Finite time horizon → leading to adaptivity in the seeding batches
(seed later to observe more, but lose rounds . . . )
Beyond round by round: e.g., seeding stages triggered by events
Other diffusion models (e.g., LT, general LT/IC), continuous-time
models
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Conclusions and Open Problems

Practical applicability

How to bring the theory closer to the practical needs of marketing /
information diffusion scenarios ?

Generalisation models are necessary in bandit IM problems; context too
May need more flexible bandit formulations: e.g., volatile bandits,
ways to learn both the graph structure and activation probabilities
Model independence may be beneficial in both bandit and
full-knowledge problems
Scalable algorithms for spread estimation
Gain from going adaptive especially when imperfect marginal spread
estimations → how to capture that tradeoff
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Conclusions and Open Problems

Thank You
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